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ABSTRACT
We develop a set of communications-aware behaviors that enable formations

of robotic agents to travel through communications-deprived environments while
remaining in contact with a central base station. These behaviors enable the
agents to operate in environments common in dismounted and search and rescue
operations. By operating as a mobile ad-hoc network (MANET), robotic agents
can respond to environmental changes and react to the loss of any agent. We
demonstrate in simulation and on custom robotic hardware a methodology that
constructs a communications network by “peeling-off” individual agents from
a formation to act as communication relays. We then present a behavior that
reconfigures the team’s network topology to reach different locations within an
environment while maintaining communications. Finally, we introduce a recovery
behavior that enables agents to reestablish communications if a link in the network
is lost. Our hardware trials demonstrate the systems capability to operate in
real-world environments.
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1. INTRODUCTION
Robotic teams have repeatedly

demonstrated the capability to effectively
search dangerous or difficult-to-reach
areas. Such results were most prominently
demonstrated during the Defense Advanced
Research Projects Agency (DARPA)
Subterranean (SubT) Challenge [1].
Given that many of the DARPA SubT
test environments were not equipped with

* indicates equal contributions

communications infrastructure, performer
teams often simultaneously completed search
and rescue tasks while building a mobile
wireless ad-hoc network (MANET). The
constructed MANET was often dependent
on “drop nodes” –communication relays
that were physically “dropped” from
robotic platforms– as they explored the
environment. In many applications,
including dismounted operations, the
need for communications between robotic
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agents is still present, but relying purely
on drop-node-based strategies has many
undesirable features. Such approaches can
be time-consuming for human operators,
as they may need to clean-up or collect
the drop nodes, and the network topology
can be difficult to modify once the nodes
are deployed. In this work, we build on
our SubT experience by truly observing
the “mobile” name of a MANET. We
introduce and integrate a series of MANET
construction and modification behaviors
for teams of robotic agents that travel in a
convoy formation. Our aim is to begin a
discussion on how to develop automated
communications-aware robotic systems that
can operate in communications-deprived
environments without relying on human
operators (e.g., the warfighter, disaster
response team members, etc.). We argue that
operating as a MANET is a core underlying
technology to multi-agent operations
and then demonstrate the application of
such technologies to multi-robotic-agent
formation movement problems in cluttered
environments.

We consider missions where the robotic
agents are required to move throughout an
environment while remaining in constant
contact with a central base station. Both
the base station and the robotic agents
are equipped with wireless communication
capabilities (nodes) that allow the base station
and the agents to communicate with each
other at distance under nominal conditions.
Agents move through the environment as
part of a formation, normally a convoy,
to provide mutual support to each other
during the traversal. As agents move
through the environment, the quality of the
inter-agent communications is affected by
objects in the environment and the distance
between the agents. We require that
connections between the base station and a
multi-agent formation maintain a measure of

communications strength in order to ensure
constant communication between the agents
and the base station.

To achieve this operating concept, we
introduce a MANET topology construction
technique for robotic systems with mobile
communication nodes. We introduce three
behaviors: 1) the MANET construction
technique for formations, 2) a formation
control algorithm that maintains the network
structure while the vehicles move through the
environment, and 3) a set of individual agent
behaviors to reconnect the network topology
if a node in the network fails. We demonstrate
these algorithms in simulation and on robotic
hardware for a small team of robotic agents.

The remainder of this manuscript is
structured as follows. We begin with an
overview of the relevant literature, much
of which is concerned with the DARPA
Subterranean Challenge and techniques and
technologies derived from it. Following
this, we introduce our construction behavior
and describe two “recovery behaviors”:
algorithms that 1) optimize the placement
of communication nodes and 2) repair the
communications network in the face of
node failure or loss of communications.
We demonstrate these algorithms in both
simulation and on robotic hardware and
conclude the paper with some additional
commentary and future directions.

2. RELATED WORK
As noted in the previous section, this work

is the latest in a series of works derived from
the DARPA Subterranean Challenge [1]. As
the “Systems” SubT performer teams were
required to complete a challenge with similar
requirements to our work (i.e., operating
in communications-deprived environments),
we first provide a brief overview of the
different systems developed by each of the
SubT performer teams before surveying other
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relevant communications-aware multi-agent
systems literature.

In particular, we would like to highlight the
approaches taken by Team CERBERUS [2],
Team CoSTAR [3, 4], Team NCTU [5], and
Team Explorer [6]. The solutions designed
by these teams relied on both inter-agent
and agent-operator communication in order
to explore the environment and find objects
of interest. The developed communication
solution resulted in teams constructing a
“communication backbone” that would allow
information sharing (e.g., environmental
maps, odometry information, detected
objects, etc.) with the other agents in the
team [7]. Each of the aforementioned teams
relied on both robotic agents and a set of
“dropped” communication nodes to ensure
that the agents in the system would remain in
communication with the base station. Certain
teams, such as Team CERBERUS, relied on
a “Human Supervisor” to command agents
to drop communication nodes. This decision
was attributed to the team’s observations
regarding challenges with ascertaining
consistent measures of communication
performance in SubT environments [2].
Team CoSTAR designed a robotic behavior
that considered both environmental factors,
relative line-of-sight (LOS), coverage, and
network conditions to determine whether
a drop should occur [4]. Team NCTU’s
solution evolved over the DARPA SubT
challenge. The original approach designed
by Team NCTU consisting of solely dropped
communications nodes was augmented with
mobile communication nodes mounted to
small wheeled robotic platforms. The mobile
nodes could be moved in response to poor
communication environments, producing a
flexible approach that was not dependent on
large numbers of dropped nodes [5]. Team
Explorer designed a set of distance-based
heuristics for both LOS and non-line-of-sight
(NLOS) operations, which, when combined

with a map prediction algorithm, could be
used to minimize the number of dropped
nodes [6, 8]. Our proposed system takes
lessons learned from each of the SubT
performer teams: human supervision
(CERBERUS), network-conditioned-based
drops (CoSTAR), mobile communications
nodes (NCTU), and NLOS (Explorer)
operations in order to improve overall system
performance.

Clearly, the design of network construction
algorithms is highly dependent on the
placement of communication relays
throughout the environment. This placement
is influenced not only by the environment
itself, but also by the current known
information about the environment and
the communications system. Although
both our operating conditions and the
environments in which SubT agents
performed in were a priori unknown, a
priori known environments give rise to
computational geometry techniques for
sensor placement strategies in wireless
sensor networks [9]. Certain techniques
frame the problem as a variant of the Art
Gallery Problem: a visibility-based approach
to predicting sensor placement. Solutions
to the Art Gallery Problem minimize the
number of sensors (guards) required to
cover a (classically) polygonal area [10].
Different sensor models modify the expected
visibility of the guards, yielding different
solutions to these optimization problems.
Common modifications include limiting the
visible range of any placed sensor [10],
distance-based visibility fading [11], and
visibility through a limited number of walls
(k-transmitter problem) [12]. Although
some of these geometric approaches
translate to robotic systems, the quality
of the information that travels through the
communication system also comes into play.

The different performer teams
considered multiple measures of wireless
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communications quality for use in the
DARPA SubT Challenge. Certain teams
(CERBERUS) side-stepped the issue
entirely by relying on human operators,
noting that common radio signal strength
indicators (RSSI) were often not reliable
in subterranean environments [13, 14].
However, other teams (NCTU and Explorer)
relied on RSSI to determine the locations
of the node drops [5, 6]. Finally, utilizing
signal-to-noise (SNR) has been considered
in multiple works adjacent to Team
CoSTAR [3], primarily with a focus on
planetary exploration. Predicting these
communications metrics is challenging, with
recent work relying on machine learning
techniques to predict the strengths of a
5G signal in indoor environments [15].
Such techniques can be useful if direct
access to SNR values is not provided by the
communication system or if the expected
SNR value at a position in the environment
must be predicted beforehand.

Finally, while many of the approaches
deployed in the DARPA Subterranean
Challenge demonstrate the requirement to
maintain communication with a central
communication node, this requirement
is often relaxed to reflect the mission
context. If agents are able to operate
independently or with limited oversight, this
could allow for operations with intermittent
connection between the agents or between
the agents and a base station or human
operator. This acceptability of an intermittent
communication yields a fundamentally
different problem from those previously
considered. Although the application
considered in this paper is focused on
developing robotic agents that directly
support dismounted operators when required,
in the interest of completeness, we also
wished to detail a number of recent works
that allow intermittent communications.
Wang et al. [16] demonstrate a unique

solution approach that develops a
communication signal map online. In
particular, an uncrewed aerial vehicle learns a
signal-to-interference-plus-noise map while
avoiding an adversarial communication
jammer. Although such an approach
may be extensible to a communication
relay node placement problem, the
presented formulation is predicated on a
fixed communications environment and
allowable finite-time communication service
interruptions in order to facilitate exploration
in the communication signal space. In a
similar manner, Woosley et al. [17] use
a Gaussian process to model information
entropy and communication signal strength
for simultaneous exploration and information
collection, but again does not require the
exploring agents to maintain communication
with a central base station or operator.
Finally, we also would like to highlight an
approach that requires information transfer
between agents but does so by intermittently
sharing maps at scheduled rendezvous
locations. This approach enables agents
to share information without having to use
a relay network to maintain continuous
connectivity with a base station [18]. This
method works well to quickly explore an
unknown area, but does so at an increased
operational independence of the agents
themselves (i.e., the agents may not be able
to communicate with each other until a
rendezvous occurs).

3. TECHNICAL APPROACH

In order to ensure communications
during a robotic mission, we propose
a graph-based mobile ad hoc network
(MANET) construction system inspired by
our experience in the DARPA Subterranean
Challenge. We build on these experiences by
replacing dropped “communication nodes”
with a formation of cooperative ground
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Figure 1: The team of robotic agents utilized in this
work. The quadruped agents are compatible with the
presented approaches but are not demonstrated herein.

agents. We first provide an overview of
the hardware systems that constitute our
approach and then discuss the proposed
behaviors.

3.1. System Overview
The developed robotic system consists of

a heterogeneous team of robotic platforms
(agents) and an operator interface. The
agent team (shown in Fig. 1) may consist
of legged or wheeled platforms. Each
agent is equipped with a custom-built
payload that contains on-board compute,
exteroceptive sensors (both a Light Detection
and Ranging (LiDAR) sensor and cameras)
and an inertial measurement unit (IMU). This
payload enables the agents to simultaneously
map their environment and compute their
odometry relative to their starting location
(e.g., the position of the operator interface).
Each agent is also equipped with an
onboard radio that allows it to communicate
information to the other agents and the
operator interface. The system uses
Robot Operating System (ROS) and Data
Distribution Service (DDS) middleware for
communication between the base station and
robotic agents. See [19] for a comprehensive
discussion of the system architecture.

The operator interface displays
information about each robotic platform
(e.g., position, current waypoint, relative

Figure 2: A multi-agent convoy consisting of three
vehicles. Heterogeneous convoys are also possible
using our system.

experienced radio signal strength) and
serves as the primary interface for
sending commands to the agents. For
robotic behaviors that require centralized
decision-making, the operator interface also
serves as the central point to coordinate the
actions of each platform. For convenience,
the operator interface may be abbreviated as
“BST” (“base station”) in the remainder of
this manuscript.

Of particular note is the system operating
concept. In order to decrease operator
workload and improve system redundancy,
the system has been designed to perform
multi-agent platooning (convoying) in a
linear formation [20]. This platooning
behavior requires multiple agents to form
into a linear formation and travel together
toward a common mission objective. The
formation order is determined autonomously
or by a human operator. The agents can then
autonomously or in a guided manner, where
an operator only controls the lead robot,
travel to the mission objective. An example
of a wheeled platoon is shown in Figure 2.

We desire a methodology to ensure
that the platoon of agents remains in
communication with the base station
throughout the operation. Initially, we relied
on an operator to manually “peel-off” an
agent from the convoy when the convoy
was about to leave communication range.
Measurements of relative inter-agent
communication strength (e.g., RSSI or SNR)
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Figure 3: An operator commanded “peel-off” in an
urban environment.

were displayed on the operator interface to
assist the operator in determining “peel-off”
locations. Triggering a peel-off would cause
the last agent in the convoy to leave the
convoy and stop. When the agent stops, it
acts as a communication node, extending
the effective communication boundary by
relaying information and commands between
the operator interface and all robotic convoys
or agents in communications range. In
order to minimize the number of network
connections, convoys are treated as a single
“composite” entity, where all information
and commands to a convoy are filtered by and
passed through the lead agent of the convoy.
The lead agent then distributes commands
to the remaining convoy agents until the
agent leaves the convoy or the convoy is
split by the operator. An example of such
a peel-off is shown in Figure 3. We thus
define an automated peel-off behavior as a
behavior executed by an agent participating
in a convoy that causes the agent to 1) leave
the formation, 2) come to a complete stop,
and 3) relay communications to other assets
in the system. We modified this manual
peel-off to be callable by the lead agent of an
autonomous convoy. This enables the lead
agent to direct the following agents to act
as communication nodes if a set criterion
is met. We describe this behavior as an
“automated peel-off” behavior and describe
the criterion for initiating a peel-off in the
following section (Section 3.2).

3.2. Network Construction Behavior
Determining when to “peel-off” agents

in an automated manner is fundamentally
connected to the connectivity and interactions
between the system assets. Graph data
structures provide a convenient means to
represent the interrelatedness of the assets in
our system. In our communications systems,
this interrelatedness of assets exists in at
least two representative aspects. There is
an inherent coupling between 1) the physical
(spatial) representation and 2) the signal
strength representation of the communication
network. For a MANET, the “mobile”
nature of a robotic system makes this
coupling even more prevalent. As such,
we pose our network construction behavior
as a graph analysis problem in which the
network topology changes as the robotic
agents navigate through the environment.

The network topology is constructed
from a set of n communications-enabled
assets, including: 1) the operator interface,
2) existing friendly environmental
communication infrastructure (if any),
3) individual robotic agents, and 4)
formations/teams of robotic agents. For
simplicity, we enumerate the total list of
assets as C = {c0, c1, c2, . . . , cn−1, cn} with
index set I = {0, 1, 2, . . . , n − 1, n}. We
define the set of agents in the asset list as
A ⊂ I with corresponding index set Ia ⊂ I,
and, for simplicity, denote asset c0 as the
operator interface. As these assets represent
physical entities (e.g., a robotic agent), we
define a mapping p : C → Rn, which takes an
asset index and returns its physical location
with respect to a predetermined common
reference frame (e.g., the coordinate frame
of the lead vehicle).

We represent the relationships between the
assets using a pair of undirected weighted
graphs. The first graph, Gd = (V,Ed, wd),
captures the physical distances between the
assets (i.e., the relative spatial positions). In
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this graph, each vertex vi ∈ V ⊆ C, i ∈ I
represents an asset. The edges connecting
all vertices are assigned a weight equivalent
to the ℓ2-distance between agents (i.e., wd =
d(vi, vj) = ℓ2(p(vi), p(vj)), vi,j ∈ V ). Note
that while we overload the notation of p(·),
we intend for its meaning to remain the same.

Each asset may also be represented in
the network logical layer topology, which
describes the communications connections
and relative signal strength the asset has to
other assets. We name this representation
a “communications graph” and define it
as: Gc = (V,Ec, wc). In this definition,
the vertex set (V ) remains consistent with
Gd (i.e., vertices represent assets), but
the definition of the edge set does not.
In the communications graph, the edges
represent the ability for two assets to
communicate. These edges are weighted by
a corresponding weighting function wc =
COMM(vi, vj), vi,j ∈ V . As discussed
in Section 2, this COMM(·) function can
represent a number of different indicators
for signal strength. Finally, note that both
graphs are dynamic in-so-much that the
relationships between the agents may change
during operation (e.g., agent motion through
the environment).

Although the communications graph
captures the relative communications
strengths between assets, it does not
inherently indicate when an agent should be
“peel-off” from a convoy. We propose that
the establishment of a communication node
(i.e., a “peel-off”) should occur in response
to a potential loss of communication between
the agents and the base station. We model
the proposed mechanism as a restriction
on the allowable edge weights assumed in
the communications graph. Specifically,
for every agent i in the agent list IA,
there must exist at least one path in the
communications graph that starts at the
operator interface (v0) and ends at the agent

(vi) where all edge weights maintain a
value greater than a minimum allowable
edge weight. If we define this minimum
allowable edge weight as CTHRESH and a
path in the communications graph as a set
of edges between two different vertices
(π(vi, vj), vi ∈ V, vj ∈ V, vi ̸= vj), then we
seek to ensure that wc(e) ≥ CTHRESH ∀ e ∈
π(v0, vi), ∀ i ∈ IA. For notational simplicity,
we drop the dependence on v0 and choose
to represent the paths between the operator
interface and an agent i using a single
argument (i.e., π(v0, vi) = π(vi)).

To ensure this restriction is observed, we
construct a maximin spanning tree, T ⊆
Gc, on the communications graph rooted
at the operator interface (v0). The tree
is constructed such that the edge weights
associated with edges included in tree
T maximize the strongest “weakest” link
between a parent node and its child node
in the tree. Concretely: for each non-root
vertex, vi, connected by edge (vi, vj) to
its parent node, vj , an associated edge
weight CMET(vi, vj) ∈ R+ is chosen such
that CMET(vi, vj) represents the strongest
“weakest” link for vi in the communications
graph. As the spanning tree T spans all
vertices included in communications graph,
and by ensuring that CMET(v0, vi) ≥
CTHRESH, vi ∈ V ∈ T , we ensure that at least
one path between v0 and vi exists such that
the minimum edge weight is observed for all
edges in the tree.

We describe any communication nodes that
represent the operator interface or an agent
that has performed a peel-off behavior as a
central node. For ease of reference, we
collate these central nodes into a set: CN .
Note that, initially, CN ← {v0} as the list
of central nodes always includes the node
representing the operator interface. Thus,
these central nodes represent our version
of the vital “communications backbone”
described by many DARPA SubT works [7].
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Maintaining a connection to at least one
central node guarantees a communication
pathway to the operator interface.

Thus, we can define the network topology
N of the system by considering elements
of the communications graph. The network
topology itself consists of a “communications
backbone” of central nodes and the remaining
mobile agents. There exists an effective
communications boundary B(N ) created by
all the assets in the system. The strength
of the system’s communications within this
boundary as observed by the system assets
is not less than CTHRESH. That is, B forms a
level set L = {x ∈ Rn | B(x) = CTHRESH},
where x ∈ Rn denotes a spatial location
in the environment. This communications
boundary delineates the limit of the MANET
coverage area, crossing which will lead
to loss of communications for the agent
that crossed the boundary. The automated
peel-off behavior described above enables
agents to, in a methodological way, extend
the communications boundary B by tasking
an agent to act as a communication node.
This communication node extends the current
communications boundary, thus guaranteeing
that the remaining agents remain in contact
with the operator interface with a minimum
communications strength CTHRESH.

3.3. Re-optimization Behavior
As the robotic formation travels through

the environment, we observe that the
“peeled-off” robotic agents form a type of
kinematic “chain” from the base station
to the target. By analogy to a planar
robotic manipulator, the agents would
be synonymous to joints, and inter-agent
distances synonymous to robotic links.
Please see Fig. 4 for a toy example depicting
our observation. In effect, the central
nodes form a stationary network topology
configuration for a particular mission
objective. However, if the mission objective

Figure 4: A toy example provided in a pair of
diagrams with the starting configuration on the left and
the ending configuration on the right. In the diagrams,
a team of three robotic agents starts at a base station
location (green circle) and are tasked with traveling
to an objective (gold star) while avoiding the objects
(black). The agents travel as a convoy through the dark
blue squares, peeling-off at different intervals. In the
final configuration, the agents are positioned similar to
a kinematic chain (outlined in red).

is changed or an additional objective is
provided, the central node configuration may
not be adequate to provide communications
coverage to that new objective. Thus,
for small deviations from the initial
configuration, we propose modeling the
set of central nodes as a pseudo robotic
manipulator. Using this model, we can
then locally re-optimize the position of each
robotic agent through inverse kinematic
techniques and extend the communications
boundary to achieve the next mission
objective. An example of this technique is
shown in Fig. 5.

Consider N agents participating in a
convoy whose locations must be optimized
in response to a new objective xg ∈ Rn

(e.g., the purple star in Figure 5). The
current spatial location of each agent is given
by xi ∈ Rn with i ∈ {1, 2 . . . , N −
1, N} = IC . Furthermore, require the order
of IC to represent adjacent agents in the
chain (i.e., agents connected by the same
“link”, this can be found using the maximin
tree). For convenience, we also define set
IC\N = {0, 1, . . . , N − 2, N − 1}, with 0
(and the corresponding x0) representing the
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Figure 5: The toy example presented in Figure 4
extended with an additional objective (purple star).
In the diagrams, a team of three robotic agents starts
in the configuration resulting from their travel to the
first objective (gold star) while avoiding the objects
(black). The agents travel to the new location through
the purple squares, changing the inter-link distances
(similar to a prismatic actuator) before peeling-off at
new locations intervals. In the final configuration for
the the new objective, the agents are positioned into a
new kinematic chain (outlined in red).

base station position. In order to optimize
the set of agent positions, we concatenate
the decision variables into a vector: X ∈
R(n·N). For convenience, we create a similar
vector for the goal state, Xg, by concatenating
the goal state N times except for the first
element, which assumes a value x0. Finally,
we overload function d(xi, xj) : Rn × Rn →
R by defining it to measure the Euclidean
distance between two points xi and xj .

For this behavior, we consider a
communications model with distance fading,
but no obstacle attenuation. The maximum
allowable distance between two agents such
that they remain in communication is given
as rC . For sequential agents i and j, we can
then form a quadratic constraint of the form

CB(i, j) = d(xi, xj)− r2C ≤ 0, (1)

which captures the allowable spacing
between agents to ensure that they remain
within the communications boundary.
Although this work only considers simple
geometric constraints consistent with
our communications system model, we

recommend that this constraint be modified
in future studies to a more complex model.

In this re-optimization method, while
the communication links are not influenced
by the presence of obstacles, the agents
themselves cannot achieve a position inside
an obstacle. As the agents map the
environment, they each contribute to a global
occupancy grid, G, consisting of square cells
of constant size which delineates the space
into object-free and object-occupied space.
By iterating through the set of unoccupied
cells in the occupancy grid, GU , we can
enforce a constraint on the agents’ positions.
We do so by convexifying each occupied cell,
u ∈ GU , by a capsule of constant radius

ro, where ro >
√

l2

2
and l represents the

resolution of a occupancy grid cell. If we
represent the center of a grid cell as xu, then
we can write the object avoidance constraints
on the between agent i and occupied cell u as

OB(i, u) = r2o − d(xi, xu) ≤ 0. (2)

Combining the above constraints yields a
quadratically constrained quadratic program
that can be solved on the base station to
re-optimize the location of the agents. This
program takes the form:

min
X

1

2
(X −XG)

T (X −XG) (3)

subject to CB(i, j), i ∈ IC\N , j = i+ 1,
(4)

OB(i, u), i ∈ Ic, u ∈ GU , (5)
X(0) = x0. (6)

Note that we further post-process the
results to ensure that no path experiences
large deviations from the original vehicle
configurations. To bias the results away from
large deviations, we perform a local change
of coordinates for X , biasing the vector
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towards the initial positions of the agents:
X ′ = X − XIC with XIC representing the
initial configuration of the vehicles.

3.4. Network Repair Behavior
During real-world operations, robotic

systems are prone to failure (e.g., agent
onboard power loss). If such a failure
occurred, the resulting communications
graph may include an edge with an
insufficient edge weight (i.e., below
CTHRESH). In order to improve system
robustness to such failures, we propose a
communications network repair behavior
that reallocates agents in order to re-establish
communications with the root node of the
maximin communications tree.

We adopt an approach that repositions at
least one agent back to the communications
boundary of the failed node. The proposed
communications network repair behavior is
described in Algorithm 2. The algorithm runs
locally on each agent (va) and is activated
when the signal strength between the agent
and the agent’s parent node (vp) in the
maximin communications tree falls below
the threshold value (i.e., CMET(va, vp) <
CTHRESH). Note that this implies that
central nodes may also move to repair the
network if their signal strength falls below
CTHRESH. Given that Algorithm 2 runs
on each agent, the motion of an agent
acting as a central node could activate the
recovery behaviors of any agents dependent
on va, causing a potentially large number of
nodes to reposition in response to a singular
node failure. We recommend further study
of repair methodologies that minimize the
number of agents impacted by the repair
behavior (further discussed in Section 6).

Before providing an overview of the
algorithm, we outline the underlying
assumptions of our approach. We first
assume that the root node of the maximin
communications tree (i.e., the base station)

Algorithm 1 Closest Central Node (CCN)
Require: CNL, V, x
Ensure: xcn ∈ CNL ▷ Closest central node

1: i = argmin(d(x, xi)∀ i ∈ CNL, i ̸∈ V)
2: return xcn = CNL[i] ▷ get i from CNL

Algorithm 2 Network Repair Behavior

Require: xa, xp, CNL, t, COMM(va, vp)
1: Initialize V← ∅, xg = xp

2: while COMM(va, vp) < CTHRESH do
3: if d(xa, xg) < dmin then
4: if d(xa, x0) < dmin then
5: break ▷ reached root node
6: V← V ∪ {vp}
7: xg ← CCN(CNL,V, xa)
8: vp = CN [g] ▷ update vp to vt

9: Move towards xg ▷ for t seconds

does not fail and that all nodes have the same
communications capabilities. To enable
an agent to return to the communications
boundary of its parent central node, each
agent stores the locations of all central nodes
in the network. Define the set of central
node locations as CNL = {xcn

0 , ..., xcn
n },

where xcn
i ∈ Rn represents the location of

central node i (e.g., xcn
i ∈ R2 for a planar

environment) and x0 represents the position
of the root node. In the case of central node
failure, these locations represent the most
likely locations to be able to reestablish
the network. Finally, we assume that all
locations in CNL are reachable by all robotic
agents from any location in the environment.

For convenience, we define a subroutine
(Algorithm 1) to find the central node closest
to robotic agent a. Define agent a’s position
as xa ∈ Rn and the set of central nodes
visited by agent a as V ⊂ CNL. We first find
the index of the central node closest (based
on Euclidean distance) to a position x, (e.g.,
agent xa) that is yet to be visited (Line 1), and
then return that node’s location (Line 2).
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Given these assumptions and Algorithm 1,
we propose the Network Repair Behavior in
Algorithm 2. We first target the parent node
of the agent in the maximin communications
tree (Line 2), which is guaranteed to exist
via our earlier assumptions. We then check
to see if we are “close enough” (less than a
threshold, dmin) to the target node’s location,
xg, on Line 3, and continue moving towards
xg if we are not (Line 9). If the distance
between the target node xg (initially, xp,
(Line 1)) and agent a becomes less than
dmin and CMET(va, vp) < CTHRESH, we
assume the current central node location is
not a suitable location to repair the network
and we must target a different central node.
We then check on Line 4 to ensure we
are not at the root node (and terminate the
algorithm if we are), before adding node
vp to the list of visited central nodes (Line
6). Following this, we then get the next
closest central node position (Line 7) and
update the next closest central node (Line 8).
Consequently, the agent sequentially explores
all these locations until it either establishes
communication or all locations have been
explored (i.e., CMET(vi, vj) > CTHRESH or
V = CNL).

An important point to note is that
the algorithm is guaranteed to recover
communications as long as a path exists to
the root node of the maximin tree. This is
due to the fact that the agent will ultimately
reach the location of the base station (root
node, x0) if it cannot regain communications
elsewhere.

4. NUMERICAL SIMULATIONS
The proposed communications network

construction techniques and recovery
behaviors were implemented in simulation.
The numerical simulations are performed
in environments that are representative of
different real-world scenarios, including

buildings, cities, and natural environments.
Unless noted otherwise, none of the
test environments include existing
communications infrastructure that the
robotic team could utilize during its
movement through the environment.

We first demonstrate our network
construction capabilities on a set of
maps from a Multi-Agent Pathfinding
(MAPF) benchmark [21]. These results
demonstrate the evolution of the network
topology in complex environments using
a communications model to guide the
placement of the communication nodes. We
also demonstrate both repair behaviors in
simulation. The network repair simulation
environments are modeled in Gazebo. These
studies reflect how communication node
failure is addressed using Algorithm 2.

4.1. Network Construction Studies
We first simulate a series of missions

that require a team of robotic agents to
travel through different environments with
no existing communications infrastructure.
The objective of this set of tests is to
determine the required number of robotic
agents needed to construct a communications
network between an initial start location
and a goal location. The environments are
drawn from Stern’s Multi-Agent Pathfinding
benchmark [21]. Each environment is
represented as an occupancy map, where
the measure of occupancy denotes whether
a robotic agent may traverse a cell in the
occupancy map. Although the network
construction algorithms described in
Section 3 are not dependent on an a priori
possession of each environment’s occupancy
map, each map is assumed to be known
beforehand in order to compute the shortest
path between the start and goal states (e.g.,
via Dijkstra’s Algorithm). Given this shortest
path between the start and goal states, a
communications model is then propagated
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Figure 6: A summary of the network construction
tests demonstrating the required number of nodes
needed to construct a communications network in the
MAPF environments.

from an agent (or the base station at the
initial start state) along the path. Every robot
that is deployed as a communication node
then acts as a further communications source
in this communication model, enlarging the
communication-accessible area for the other
robotic agents.

Although robotic agents are incapable of
traversing through occupied cells, in these
studies, we assume that the communications
model is capable of such obstacle penetration.
We represent our communications system
using a communication model with distance
fading: wherein the communications signal
strength is inversely proportional between the
source and receiver. This model is further
augmented with additional signal attenuation
arising from occupied cells. This additional
signal attenuation is assumed at a rate of 20
[cell−1] (e.g., a 20 [unit] reduction in signal
strength every 1 [cell] encountered).

We provide an overview of the results of
our simulations in Figure 6. We also include
a number of reference images for three maps,
including: 1) lak303d, 2) Boston 0 256, and
3) Berlin 1 256, to depict the constructed
network topologies. For each map, we
generate one-hundred different start-goal
configurations on the same occupancy map.
Each starting position is denoted with a green
circle, and each ending position is denoted

with a red circle. Using the communication
model above, communication nodes are
deployed whenever the signal strength falls
below the threshold of 10 (i.e., CTHRESH =
10). Each communication node that is
deployed is represented by a gold circle. The
path along which the team travels is shown in
orange.

Each environment demonstrates a varying
amount of object clutter that must be
navigated by the robotic agents. Large
numbers of deployed nodes appear to
arise in environments with sharp corners
and on objects that must be traversed
around that continuously block line-of-sight
(Berlin 1 256, Fig. 7b). We also see
that tight corridors, such as near the goal
location in Fig. 7a, generally require large
numbers of communication nodes to ensure
communication quality along the route.

Remark (Re-optimization). We additionally
include a re-optimization of the nodal
positions considered in Figure 7b to a new
configuration in Figure 7d. The configuration
change is motivated by the new goal location
that the agents are required to visit. The
contraction of the kinematic chain reflects a
difference in required number of nodes (29 to
26), but the remaining agents largely remain
in place.

4.2. Network Repair Studies
This section demonstrates the efficacy

of Algorithm 2 in different simulation
environments. As in the previous simulation
section, we adopt a scaled inverse model
for our communications system. The
communication metric, COMM(·), was
defined to be inversely proportional to
distance and scaled by a scaling factor k.
This scaling factor is a tunable parameter
to change the effective range of the
communications model, with a larger scaling
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(a) lak303d Environment Construction (b) Berlin 1 256 Environment Construction

(c) Boston 0 256 Environment Construction (d) Berlin 1 256 Environment Re-optimization
Figure 7: Network Construction Numerical Studies

factor correlated to a larger communications
boundary. For example, for an agent 10 [m]
away from a communications signal source
with k = 500, our model would predict a
signal strength of 1

10
× 500 = 50. For each

test demonstrated in this section, the value of
the scaling factor and the threshold CTHRESH

are specified.
We first present a scenario with five robotic

agents and a base station (the root node) in

an indoor environment. The results of this
test are shown in Figure 8. For this test,
k = 500 and CTHRESH = 20. Figure 8a shows
both the starting configuration of the agents
in the communications graph alongside the
COMM(·) values for each node with its
parent. In this scenario, as “RC1”, “RC2”,
and “RC5” have already peeled-off, the
agents are included in the list of central
nodes. To test the network repair behavior,
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(a) Agent starting configuration (b) Failure of agent “RC1”

(c) Agent “RC2” moves to repair the network (d) Agent “RC3” goes below CTHRESH & repairs network
Figure 8: The first simulation study demonstrates the network repair behavior described in Algorithm 2. The study
demonstrates the cascading effect of the network repairing process on multiple agents (“RC2” and “RC3”).

we simulate the failure of “RC1” which
causes the agent to lose connectivity with all
other agents and the base station. As seen in
Fig. 8b, this sudden failure of “RC1” causes
the CMET(·) value of “RC2” to drop below
CTHRESH. Given the logic of Algorithm 2,
the network repair behavior is activated in
Agent “RC2”, compelling “RC2” to move
towards the next closest central node (in this
case, “RC1”). As seen in Fig. 8d, “RC2”
takes the place of the failed “RC1” agent,
effectively repairing the network. However,
as seen in Fig. 8c, as agent “RC2” moves the
CMET(·) value of “RC3” decreases below
CTHRESH. This, in turn, triggers the network
repair behavior in “RC3”, causing “RC3” to

take the previous position of “RC2”. While
this experiment contains only five agents, it
demonstrates the expected cascading effect
associated with the network repair behavior
on all agents influenced by the failure of a
central node.

The second simulation study is shown
in Fig. 9. For this test, k = 1000
and CTHRESH = 25. As in the previous
simulation experiment, Fig. 9a shows the
initial configuration of the communications
graph along with the COMM(·) values for
each node with its parent. In this study,
“RC5” acts as the only non-root central
node (i.e., excluding the base station) in the
network. As such, we simulate the failure
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(a) Agent starting configuration (b) Failure of “RC5”

(c) Agent “RC4” moves to its closest central node (d) Agent “RC4” repairs the network
Figure 9: The second simulation study demonstrates how the network repairing process only is initiated by agents
affected by the communication dropout (“RC4”).

of agent “RC5” to investigate the reaction
of the system. Figure 9b demonstrates the
effect of the failure of “RC5”. The failure of
“RC5” triggers the network repair behavior
in “RC4”, causing it to take the place of
“RC5” and repair the network (Fig. 9c). Note
that none of the other robots were affected
by the failure of “RC5” as “RC4” moved to
repair the network, enabling the other agents
to continue their tasks. This experiment
demonstrates the effectiveness of the network
repair behavior in scenarios where only a
single communication node fails.

5. HARDWARE TRIALS
This section details a set of hardware trials

that were conducted on a team of wheeled
robotic platforms. We demonstrate both our
network construction technique and network
repair behavior on the small robotic team.
We conclude the section with a discussion on
computation time.

5.1. Convoy & Network Repair Trials
We choose to demonstrate both the

network construction behavior and the
network repair behavior on a three-agent
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(a) Agent starting configuration (b) “RC1” peels off as central node

(c) “RC2” & “RC3” continue to different waypoints (d) “RC1” fails, disrupting “RC2”

(e) “RC3” returns to repair the network (f) “RC2” continues on its mission
Figure 10: A system hardware test for the network construction and network repair behaviors. Each image is
composed of a full-color aerial image on the left and a corresponding RViz visualization on the right. The RViz
screen shows the base station (BST), the agents, an environmental point cloud as mapped by the agents, and the
communications boundaries for each node in the communications graph.

robotic team. Fig. 10 shows the time lapse
of a mission in a city environment using the
hardware described in Section 3.1. For this
hardware trial, k = 500 and CTHRESH = 20.

In Fig. 10, each real world image is
accompanied by the corresponding point
cloud map –visualized in RViz– that is seen
by the operator at the base station. The
RViz images show how each node contributes
to furthering the communications boundary,
enabling the team to reach objectives not
initially within reach of the communications

system. The subfigures also demonstrate
the progression of the network construction
throughout the mission. Specifically, the
different images show how the agents change
their behavior to act as communications
nodes in order to ensure communication with
the base station.

Figure 10a shows the agents starting as
a convoy (formation) in the vicinity of the
base station. The agents are tasked with
achieving the waypoints marked by the pink
stars in Fig. 10. The behaviors and formation
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structure associated with the agent convoy are
further detailed in our previous work [19,20].
As the mission progresses, “RC1” “peels-off”
as it reaches the communications boundary
created by the base station and establishes
itself as a central node (Fig. 10b). This
enables “RC2” and “RC3” to continue on
the mission, as they can now use “RC1”,
which is stationary, to relay messages to the
base station. “RC1” effectively “extends” the
communications boundary, enabling “RC2”
and “RC3” to reach the first waypoint.

Agents “RC2” and “RC3” then encounter
a fork in the road that requires the two agents
to travel in different directions to achieve two
new waypoints. The agents diverge to explore
each route, as shown in Fig. 10c.

To demonstrate the network repair
behavior (Algorithm 2) during active
operations, we then trigger a failure
in “RC1” that causes it to drop from
the communications network. This is
shown in Fig. 10d. The failure of “RC1”
causes “RC2” and “RC3” to leave the
communications-accessible area, as the
signal strength experienced by both robots
drops below CTHRESH. The network repair
behavior causes “RC3” to replace “RC1”,
enabling “RC2” to continue its mission
(Fig. 10e & Fig. 10f). This experiment
demonstrates the functionality of both the
network construction and network repair
behaviors in real time on robotic hardware
for a simple real-world mission.

5.2. Network Construction Trials
This section discusses the results of

the network construction trials using both
the “automated peel-off” behavior described
in Section 3.1 and the maximin criterion
described in Section 3.2.

Fig. 11 demonstrates the “automated
peel-off” behavior for a convoy of robots.
For this hardware trial, we set k = 500
and CTHRESH = 24. Fig. 11a shows

the convoy starting in the vicinity of the
base station. Next, Fig. 11b shows the
convoy progressing towards the objective
(represented as a pink star). As the convoy
progresses to the objective, “RC1” peels-off
as its COMM(·) = CTHRESH. Fig. 11c
then shows the convoy’s progression until
it reaches the communications boundary,
causing “RC2” to peel-off. Finally, Fig. 11d
shows “RC3” reaching the objective, using
“RC1” and “RC2” as communication relays.

The behavior of the maximin spanning tree
is demonstrated in Fig. 12. For this hardware
trial, k = 500 and CTHRESH = 25. Each image
shows the COMM(·) values between pairs of
nodes and the CMET(·) value for each node
given by the maximin tree. Fig. 12c and
Fig. 12d show the two different outcomes of
the experiment, with the former being when
all nodes are active and the latter being when
“RC4” fails.

In Fig. 12a, “RC1” connects to the base
station via “RC3”. As “RC1” moves towards
its objective, it finds a better connection
through “RC2” as seen in Fig. 12b before
reaching its objective as seen in Fig. 12c.
However, if “RC4”, which acts as the
link between “RC2” and the base station,
fails, it weakens the connection between
“RC2” and the base station. This causes
“RC1” to connect to “RC3” instead, causing
COMM(·) = CTHRESH, triggering a peel-off.
This causes “RC1” to fail to reach its
objective, which is reflected in Fig. 12d.

The difference between the two cases is
evident in Fig. 12b and Fig. 12d. In Fig. 12b
the CMET(·) value of “RC2” is 29 whereas it
is 26 for “RC3”. Hence, as “RC1” aproaches
“RC2”, it connects via “RC2” because its
CMET(·) value is stronger than the “RC3”
CMET(·) value. However, in Fig. 12d the
failure of “RC4” causes “RC2” to connect
to “RC1” instead, as the “RC1” CMET(·)
value is 25, which is higher than any of
the other possible values for “RC2”. As a
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(a) Agent starting configuration, forming a convoy (b) “RC1” peels-off as central node

(c) “RC2” peels-off as central node (d) “RC3” reaches objective
Figure 11: A depiction of the automated peel-off behavior showing how robots in a convoy “peel-off” and act as
relays to enable mission completion. This behavior forms a crucial part of the network construction technique. Each
image showcases the communication graph representing the network topology on the bottom right, and the physical
layer representation of the same tree overlaid on the images.

result, “RC1” remains connected to “RC3”
and peels-off.

5.3. Computation Time Trials
Runtime performance is an important

consideration for system operation. We
demonstrate the scalability of our algorithms
in a series of empirical tests, the results
of which are tabulated in Fig. 13. We
benchmarked the increase in computation
time for the network construction algorithm
as a function of network size (number of
nodes). Fig. 13 reports the time taken to
construct the maximin spanning tree from
the communications graph. As expected, the
time increases considerably as the number of

nodes in the graph increases. As the network
construction algorithm has been implemented
in Python, significant speed gains are
expected to be seen if the implementation is
changed to use C++.

6. CONCLUSIONS
The work presented in this manuscript only

scratches the surface of the many challenges
in developing communications-aware
robotic teaming behaviors. We
have demonstrated how collaborative
mobile robotic teams can be utilized
to develop a mobile ad-hoc network
(MANET) that enables communications
in communications-deprived environments.
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(a) Agent starting configuration (b) “RC1” connects to BST via “RC2”

(c) “RC2” reaches objective (d) “RC4” drops out, causing “RC1” to reach CTHRESH and
stop

Figure 12: Demonstration of the maximin criterion for constructing the tree. This criterion considers weak links in
the chain of relays (represented by the CMET(·) values for each node), and not just the strongest connection. Fig. 12d
shows “RC1” stopping despite having a strong direct connection with “RC2”. This is because the connection between
“RC2” and “RC5” is weak, causing “RC2” to connect to “RC1” instead. Note that links with zero signal strength have
not been shown.

After demonstrating the ability to form a
network during a mobile robotic operation,
we then demonstrated a number of network
recovery and repair behaviors that we have
developed to address challenges associated
with real-world operations. While the
presented hardware demonstrations denote
the technical competence of the system,
multiple avenues of improvement can
be made to increase the robustness and
capabilities of the system.

Our experiments have shown that accurate
communications and signal strength models
can be used to guide the creation of a
communications network. Realistic models
of a robot’s communications systems are
often highly coupled to the hardware

utilized in the system. As simple geometric
models are presented in this manuscript, the
robotics and communications community
should continue to strive to develop
increasingly accurate models of signal
and communications strength. Specifically,
incorporating a more accurate model of the
communications system that accounts for
object interference could help identify better
locations during the re-optimization process.

Second, but along the same line
of reasoning, the lack of an available
environmental map before system operation
requires the presented approach to be reactive
in nature. By this we mean that agents must
monitor the strength of the communications
signal and then “peel-off” as a reaction to a
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Figure 13: A summary of the computation times of the
network construction algorithm. The reported times
are averaged over 1000 runs, and signify the time
taken by the most computationally intensive part of the
algorithm (the maximin spanning tree construction.)

poor signal strength. Developing a system
that predicts the environment map from a
partial observation of the environment could
be utilized to decrease the required number
of agents by allowing the agents to predict
the edge of the communications boundary
before reaching it. Finally, developing an
adaptive construction policy that enables
the system to estimate a communications
model online could provide additional
benefits if environmental conditions cause
the “true” communications model to be out
of distribution with the deployed model.

The network repair experiments clearly
indicate that a “smarter” graph optimization
or search approach should be utilized
to decide which agent acts to repair the
network. The presented approach has high
agent utilization that is not reactive to or
predictive of environmental threats. It is
clear that exploitative adversarial strategies
could be employed to compromise a team
of robotic agents using the network repair
strategy presented in this manuscript.
Instead of requiring agents to reach the
location of the parent node in the maximin
communications tree, a possible avenue for
future research could include re-organizing
the communications graph topology by
employing the computational geometry

techniques discussed in Section 2 on the
already explored map. Alternatively, relaxing
constraints of continual network connectivity
could enable the use of techniques such as
intermediate or “repair” rendezvous points
similar to those discussed in [18]. This can
result in a more effective agent utilization
with minimal changes to the network
topology. Furthermore, our approach relies
on the A∗ path planner to find a feasible path
back into the communications boundary.
However, there can be scenarios where the
planner does not find a valid path because of
unobserved regions of the environment. This
limitation may also be overcome by using
the same aforementioned map prediction
algorithm.
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APPENDIX
This section contains a list of important notations used in this manuscript for reference.

Definition Notation
List of assets C
Index set for the assets I
Set of agents A
Edges in spatial graph Ed

Edge weights in spatial graph wd

Spatial graph Gd

Operator interface node in Gd c0
Edges in communications graph Ec

Edge weights in communications graph wc

Communications graph Gc

Mapping from asset index to physical location p
Signal strength between two nodes (vi, vj, ), vi,j ∈ V wc,COMM(vi, vj, )
Operator interface node in Gc v0
Minimum allowable communications edge weight CTHRESH

Path between two nodes (vi, vj, ), vi,j ∈ V π(vi, vj)
Maximin spanning tree T
Strongest “weakest” link for (vi, vj) to operator node CMET(vi, vj)
Set of central nodes CN
Network topology N
Communications boundary B(N )
Parent node vp
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